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Apprentissage Supervisé
3 15/01/2014

 Apprentissage automatique = apprendre un modèle
formel à partir de données observées



Rappel : Schéma de l’Apprentissage 

Supervisé

3 15/01/2014



KNN
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 Le Machine Learning consiste à créer  un modèle à 
l’aide de données pour permettre à un ordinateur 
d’apprendre à effectuer une tâche spécifique.

 L’algorithme des K plus proches voisins ou K-nearest
neighbors (kNN) est un algorithme de Machine Learning qui 
appartient à la classe des algorithmes d’apprentissage 
supervisé simple et facile à mettre en œuvre qui peut être 
utilisé pour résoudre les problèmes de classification et de 
régression.
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KNN
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KNN: Principe
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K: Hyper paramètre

3 15/01/2014



Matrice de confusion
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 Afin de mesurer les performances d’un modèle de 
Machine Learning, on utilise généralement la Confusion 
Matrix ou matrice de confusion

 Une Confusion Matrix est un résumé des résultats de 
prédictions sur un problème de classification. Les 
prédictions correctes et incorrectes sont mises en lumière et 
réparties par classe. Les résultats sont ainsi comparés avec 
les valeurs réelles.
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Matrice de confusion
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 Il faut bien comprendre les quatre terminologies 
principales : TP, TN, FP et FN. Voici la définition précise de 
chacun de ces termes :
TP (True Positives) : les cas où la prédiction est positive, et 
où la valeur réelle est effectivement positive. Exemple : le 
Test COVID19  est positif et la personne est bel et bien 
malade.
TN (True Negatives) : les cas où la prédiction est négative, 
et où la valeur réelle est effectivement négative. Exemple : : 
le Test COVID19  est négatif et la personne n’est 
effectivement pas malade.



Matrice de confusion
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FP (False Positive) : les cas où la prédiction est positive, 
mais où la valeur réelle est négative. Exemple : : le Test 
COVID19  est positif et la personne n’ est pas malade.

FN (False Negative) : les cas où la prédiction est négative, 
mais où la valeur réelle est positive. Exemple : : le Test 
COVID19  est négatif et la personne est malade.



Matrice de confusion: Exemple
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Accuracy
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 L’accuracy permet de connaître la proportion de bonnes 
prédictions par rapport à toutes les prédictions. L’opération 
est simplement : 
Nombre de bonnes prédictions / Nombre total de prédictions 

Dans l’exemple de Bradley Cooper : 



Précision (precision)
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 La précision correspond au nombre d’exemples 
de  correctement attribués à la classe i par rapport au 
nombre total d’ exemples prédits comme appartenant à la 
classe i (total predicted positive).

 La précision permet de mesurer le coût des faux 
positifs, c’est-à-dire ceux détectés par erreur. Si l’on cherche 
à limiter les faux positifs, c’est cet indicateur que l’on va 
chercher à minimiser.

Dans l’exemple de Bradley Cooper : 



Rappel (recall)
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 Le rappel correspond au nombre 
d’exemples correctement attribués à la classe i par rapport 
au nombre total d’exemples appartenant à la classe i (total 
true positive).

 Le rappel permet d’estimer combien d’exemples 
réellement positifs le modèle a reconnu par rapport au 
nombre de fois où il aurait dû reconnaitre

Dans l’exemple de Bradley Cooper : 
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 Le Score combine subtilement la précision et le rappel. Il 
est intéressant et plus intéressant que l’accuracy car le 
nombre de vrais négatifs (tn) n’est pas pris en compte

Dans l’exemple de Bradley Cooper : 



KNN: Pratique
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